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MuMuQA: Multimedia Multi-hop QA

▶ Motivation: To answer questions about news articles, humans seamlessly combine
context from multiple modalities, such as images and text. Images in the real world,
especially in news, have objects that are co-referential in the text.

▶ New QA Task: Given an image-caption pair and its associated news body text, a
question is answered by extracting a short span from the body text.

▶ Answering the questions requires multi-hop reasoning:
▶ The first hop requires cross-media grounding between image and caption to get the bridge item.
▶ The second hop requires reasoning over body text using the bridge item to extract the final answer.

Figure: Two examples from our evaluation benchmark with the question-answer pairs and their corresponding
news articles.

Contributions

▶ We release a new QA evaluation benchmark, MuMuQA, based on multi-hop reasoning
and cross-media grounding of information present in news articles.

▶ We introduce a novel pipeline to automatically generate silver-standard training data for
this task.

▶ We provide competitive baselines that leverage different modalities and demonstrate the
benefit of using multimodal information.

Benchmark Construction

▶ Our benchmark consists of an evaluation set that is human-annotated and a
silver-standard training set that is automatically generated.

▶ News articles are shown in the interface along with their images and corresponding
captions.

▶ The annotator first looks at the image-caption pair to identify which objects in the image
are grounded in the caption and then creates a question about the grounded entity.

▶ For automatic quality control, the interface also provides access to a single-hop text-only
QA model to ensure the questions cannot be directly answered using news body text.

▶ The evaluation set contains 1384 questions with 263 in dev and 1121 in test.

Silver Training Set Generation

The automatic training set generation process
consists of the following steps:

▶ Multimedia Entity Grounding: Identify
objects in images that are grounded in text.

▶ Visual Attribute Extraction: Generate visual
descriptions for the objects in images.

▶ Question Generation: Generate questions
about the cross-media grounded entities.

▶ Question Editing: Replace grounded entity
mention with its visual description.

▶ Question Filtering: Discard questions
answerable using a text-only QA model.

Question: 
What is the person in the
yellow banner in the image
accused of?
Answer: 
vote rigging

Demonstrators hold banners depicting the head
of the ruling Social Democratic Party , Liviu
Dragnea , during an anti-government protest in
Bucharest , Romania , Feb . 11 , 2017 .
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Romania's constitutional court on Thursday upheld a
law preventing people with convictions from serving
as ministers, a victory for the country's anti-
corruption fight. The ruling deals a blow to the
powerful chairman of the Social Democratic Party,
Liviu Dragnea, who cannot be prime minister
because of a conviction last year for vote rigging.
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Question: 
What is Liviu Dragnea accused of?

Answer: 
vote rigging

Vi
su

al
 A

ttr
ib

ut
e 

Ex
tr

ac
tio

n

Vi
su

al
 E

nt
ity

 G
ro

un
di

ng

O
bj

ec
t D

et
ec

tio
n

Demonstrate

Social
Democratic

Party

Liviu
Dragnea

Bucharest

demonstrators

banner

Convict

Romania

vote
rigging

... ...

...

...

...
...

part_whole
place

demonstrator
topic

leader

crime
person

instrument
selected

multimedia
entity

that has
mentions

in all three
sources
(image,
caption,
article)

the person in the
yellow banner in

the image

Question Editing

Liviu
Dragnea

banner

yellowleft

in

Generated QA Pairs Edited QA Pairs

Multimedia IE Graph Visual
Attributes

Baselines

Multi-Hop Text-only QA
▶ We use an extractive text-only QA model that takes

the question, caption and body text as input.
▶ The model is based on Bert-large and is trained on

HotpotQA.

End-to-end Multimedia QA
▶ We finetune a pre-trained multimodal model for our

task.
▶ We add an extractive answer predictor to OSCAR

and finetune using 20k synthetic training examples.

Pipeline-based Multimedia QA

Speaking during a visit to Poland, Trump
said he is not one to draw red lines or talk
about his plans but that he has “some pretty
severe things” he is thinking about. 
On Wednesday, U.S. Ambassador to the
United Nations Nikki Haley told Security
Council members that the United States is
prepare to use military means to defend
against the threat posed by North Korea’s
launch of an intercontinental ballistic missile. 

What did the person with the red coat in the image talk about?

United Kingdom U.N. Ambassador
Matthew Rycroft, left, listens as United
States U.N. Ambassador Nikki Haley,
right, respond to Russia's statements,
during United Nations Security Council
meeting on North Korea's latest launch
of an intercontinental ...

Who is the person with the red coat in
the image?

What did [ANSWER] talk about?
Image-Question

B
ody Text

Final Answer

man,
suit,
grey,
tie

woman,
suit,
red

Visual Entity Grounding

Matthew Rycroft Nikki Haley
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Experiments

▶ Pipeline-based QA system has bridge F1 of 29.8% compared to human
performance of 78.8%.

▶ Underperformance of end-to-end multimedia QA system could be due to
OSCAR being pre-trained with image-caption pairs, which makes it potentially
not suited for reasoning over larger text input.

▶ Grounding system captures the bridge item in 45% of the cases.

Model Dev Test
Multi-hop Text-only QA 18.5 16.5

End-to-end Multimedia QA 12.1 11.5
Pipeline-based Multimedia QA 33.9 30.8

Human Baseline - 66.5
Table: F1 performance of different baselines.

Conclusion

▶ We introduce a new challenging multi-hop QA task, MuMuQA, that requires cross-media grounding over images, captions
and news body text.

▶ We demonstrate the benefit of using multimedia knowledge extraction, both for generating silver-standard training data and
for a pipeline-based multimedia QA system.


